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‘ \ \ Abstract

The mean and the variance of a random sample are independent ly

distributed if and only if the parent population is normal . This character-

ization is used as a basis for developing a test termed :-test for the

compos ite hypothesis of normality. The simplicity of Z-test results from

the computational ease and the clean form of the finite sample null

‘~~~~~ distribution of the test statistic . It compares reasonably in power

with several well known tests of normality and is particularly suitable

for a joint assessment of normality. A routine for computing the statistic

and its P-value is given .
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1. INTRODUCTION

The problem of testing a composite hypothesis of normality (mean m d/or

variance unknown) is perhaps the most common goodness-of-fit problem encountered

in the current statistical practice. For example , an examination of residuals

in order to ascertain the normality of the error variable is a routine part of

regression analyses and the analyses of linear models in general. The tests

proposed by Fisher (1932), Pearson (1930), Kolmogor ov and Sm irnov , and Cramer

and von Mises are among the earliest and those due to Shapiro and W ilk (l9f,5~

d’Agostino (1971), and Filliben (1975) are among the latest procedures con-

structed especially for this problem . Moreover , well known EDF tests such as

Kol mogorov and Smirnov , Cramer and von Mises , and Anderson and Darling, tests

originally proposed for the goodness-of-fit problem in canonical form have

now been variously adapted for testing composite hypotheses of normality (see

Stephens (1974) and Green and Hega:y (1976)). A recent power study of such EDF

tests (Green and Hegazy (1976)) views them as “the most powerfu l --- except that

d’Agost ino ’s and the less convenient Shap iro and ~ilk tests of normality are

comparable in power to these”. A more recent test due to Vasicek (1’37h), based

upon the entropy characterization of normality appears to compare reasonabl .

with these in power and conven ience , in that it requires no estim ation of

parameters , transformations to un iformity as in EDF tests or use of ti~’les

of coeffic~ents as in the Shapiro and W ilk test.

In this paper we propose and study a test for the composit e hypot~ e~ es ~f

normality based upon the well known fact that the population is norma l if and

only if the sample mean and sample variance are independently dis tr ihut ed . This

test , wh ich is easy to motivate , is also simple to implement , for ~t ~1oes not
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require ordering and transformations of observations , use of tabl es of

coefficients or estimation of parameters. Moreover , unlike the null dis-

4 tributions of most other test statistics , wh ich are general ly ava i lable  e ither

in asymptotic form or in terms of a few Monte Carlo percentiles , the null

distribution associated with the present test is shown to be very near normal

in small samples. This permits an easy computation of the P-value of the

test and consequently makes the joint assessment of normality simple when

several independent samples are available. In Section 2, the test and a

development of the null distribution of its statist ic are presented . In

Section 3, the power of the test is compared with the power of some well

known tests. An example illustrating the joint assessment of normality is ‘ 
-

discussed in Section 4. Section 5 contains remarks on a number of related

points. Fortran and APL routines which give P-values of the test are given

in the appendix.

2. THE TEST FOR NORMALITY

2.1 The test statistic

Consider the problem of testing the composite hypothesis that a sample

X 1,X 2 , .  .. ,X of size n is from a normal population . Tt is well known , e.g., see

Cramer (1946), and Kagan , Linnik and Rao (1973), that the hypothesis is tru e

if and only if the sample mean X and the sample variance S are indepen-

dently d istributed. Thus a test for the independ ence of X and S is

also a goodness-of-fit test for the normality. The apparent limitation that

we have only one (~~,Sfl for testing the independence of the pair can he

circumvented in many ways . The most convenient of these is to obtain n means

and the correspond ing variances , from the n samples obtained by deleting one

observation at a time . Even though the n pairs so obtained are not indepen-

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~ I ~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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den t, they can be used to estimate the extent of the dependence between the

mean and the variance of samples from the population. Because of its sim-

pl icity, we wish to use the product moment correlation coefficient as a

measure of this dependence.

Now the test based upon a product moment correlation coefficient is

appropriate for testing independence in a bivariate normal distribution .

However, one of the marginal distributions in the present case , the distribu-

tion of variance , is nonnormal even if the parent population is normal. This

can be remedied to a considerable extent by apply ing the famous Wi lson and

Hilferty (1931) cube root transformation to the n variances in order ap-

proximately to normalize them . Because of the well known invariance of the

correlation coefficient with respect to changes in scale and origin ,

n n n
Z X .Y. - E X .  ~ Y./n

r = 
i=1 1 1 i=l ~i=l 

1 

, (1)
f n  , n In

V L - ( X.Y/n E Y - (~Y.Y/n
i=l 1 i=l i=1 1 1

where

Y. = [ Z X - ( E X .y/n-1]~~~ , i = 1 , ,... ,n
1 J j~ i J

equals in magnitude the correlation coefficient between = X . =

n j~ i J

Z X. - X. and Y., wh ich is the same as the correlation coefficient
j=1 3 1 1

between the n means and the cube roots of n variance.

Instead of the correlation coefficient we propose a monotone function .

the Fisher transform ,

1 l*r
- = ~- 1og 1 ( - )

~~~~~~~~ —p •~~~~~~~~~ _~~_ ~~~~~~~~~~~~~~~~~~~~~~~ - - - - - -
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of the r, given by (1) above, as the statistic for testing normality of the

population, and reject the null hypothesis if

:1 > constant , (3)

where the constant is determined by the level of significance.

2 . 2  The null-distribution of :
The above choice of the test statistic was based upon the expectation

that the robust symmetry and even near normality of the distribution of :
(Crame~r, p. 399) computed from n independent observations from bivariate

distributions with symmetric marginals will hold in the present case , in

which the bivariate population has symmetric or almost symmetric inarginals

but the observations are not independent . The results of the Monte Carlo

experiment described below amply justify this expectation .

In order to estimate the null distribution of 2 in small samples , 5

sets of 1000 samples of size n each, for 25 values of n (a = 5 , 7 , . . . , lOO ) ,

from a normal population, were simulated using Marsagl ia ’s (1972) random number

package. For each of the samples , Z as defined by (2) was computed, and thus

S sets of 1000 :‘s for each n were compiled . These were then used to con-

struct S independent estimates each of the mean , variance , skewness , and kurtosis

of the distribution of : by computing the corresponding statistics for each set .

Graphical representations of these estimates appear in Figures 1, 2 and 3. It

may be observed that for every n , the skewness of the distribution of : is

negligible and its kurtosis very near normal. (Note that the excess of kur-

tosis of the logistic distribution which is regarded as very close to normal

is 1.2 (Johnson and Kot:(1970), p. 6)). On the basis of this empirical but

substantial evidence , the null distribution of 2 is concluded to be symmetric
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and very near normal with mean 0. To estimate the variance 
~~~~ of

the distribution , a weighted regression analysis was performed for the poly-

nomial regression of [o()]~~ on n. The analysis yields

= o (Z) = (0.591730 ÷ 0.143559 n - 0.002235 n2 + 0.00O0l6n~)~~ (4)

A similar analysis of the variation of the excess of kurtos is, Y2 fl
(:) =

- 3~ with respect to 1/n gave

~2,n 
= ~9~~ (Z) = -ll.697l57/n + 55.059097/n

2 (5)

For most practical purposes, the null distribution of 2 may be taken to be

normal distribution with mean zero and variance ~~ given by (4). If greater

accuracy is des ired , then the Edgeworth formula may be used to obtain

> C) = P( I~~— I 
~~ 

C/cs) = 2 - 2 P{~~- < C/~~ }

2 - 2(~~(C/~~) - ~~Y2 n [(C/Gn)
3 

- 3(C/a~)I~~(C/a~)} (6)

where ~(x) is the density function of the standard normal distribution

‘~(x). (6) can be used to compute the P-value , and the a-percentile : of

: may be approximated using the Cornish-Fisher approach as

= 0
n 
~~ 

~ 
o~ [V

a 
+ ~~(U~ - 3U) 

~2,n’ 
‘ 

(7)

where U =

3. THE POWER OF THE TEST

A Monte Carlo experiment was conducted with a view to comparing the

power of the :-test , i.e. , the test proposed in Section 2, wi th the powers



— - - - — ---. -
~~~~~~~~~

-- -
~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~- —_

~
.

-6-

of the other well known tests. In this experiment , 1000 samples each of

size n = 20 were obtained by simulation from the following distributions:

( i) Un iform d istr ibut ion , (ii) Cauchy distribution , (iii) Exponential dis-

tribution , (iv) Gamma (2) distribution , and (v) Beta (2,1) distribution .

Again , the Marsagl ia ’s random number package was used as a basis for

generating the observat ions. The 2-test at 5% level of significance was

performed on each of the samples in order to estimate its power at these al-

ternatives. The power values of the 2-test , along with the corresponding

values for competing tests , are presented in Table 1. These tests are

separated into two groups. The first consists of tests designed specifically

for testing the composite hypothesis of normality and the other of the well

known EDF tests adapted for this purpose. Some of the values of the power

functions are taken from Vasicek (1976), some others from Filliben (1975),

and the remaining are estimated by us on the basis 1000 samples.

From the table it may be concluded that : (i) the :-test is significant-

ly superior to all other tests in the table at Beta (2,1) and Gamma (2)

alternatives , (ii) the :-test is superior or comparable with other tests in

detecting the exponential al ternative , (iii) at the Cauchy alternative the

2-test is inferior to all except Vasicek ’s k _ , Hartley and Pfaffenberger ’s

S and McDonald and Katti ’ s L tests , and (iv) at the uniform alternative ,

where most tests have low power , the :-test is poor.
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TABLE 1 Empirical Powers of tests for normal ity

against some alternatives (n = 20, a = 5%)

Exponential Gamma(2) Beta(2,l) Uniform Cauchy

skewness 2 1.414 -0.566 0 0

kurtosis B
2 

9 6 2.4 1.8

2 .84 .55 .52 .05 .70

K370 .85 .45 .43 .44 .75

L .84 .31 .31 .15 .75

(I) R .82 .48 .20 .04 .92

S .29 .11 15 .09 .34

W .84 .50 .35 .23 .88

.82 .48 .18 .04 .91

K .59 .33 .17 .12 .86

W2 .74 .45 .23 .16 .88

(II) V .71 .33 .20 .17 .87

U2 .70 .37 .23 .18 .88

A2 .82 .48 .28 .21 .98

K : Vasicek L : McDonald-Katti

R : Fill iben S2: Hartley-Pfaffenberger

W : Shapiro-Wilk W’: Shapiro-Francia

K : Kolmogorov-Smirnov W2: Cramer-von Mises

V : Kuiper U : Watson
2A : Anderson-Darling

4. JOINT ASSESSMENT OF NORMALITY - AN ILLUSTRATION

As indicated in the introduction , the Z-test is well-suited to joint

assessment of normality of several independent samples. We illustrate this

point by considering the example discussed in Biometrika Tables for Statis-

ticians (Pearson and Hartley (1972), p. 39) where a similar analysis is
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done using the Shapiro-Wilk’s W-test . The joint assessment involves obtaining

the P-values of a test of normality applied to the independent sanples and

combining these P-values using a procedure such as Fisher ’s (1932).

The P-value associated with a W-test is approximated from a Johnson - S
B

distribution fit. The P-value associated with the Z-test , however, is

available more read ily from

P-value = 2 - 2c~ ( f Z ~~/ a )  (8)

or more accurately from (6). If 
~l’~ 2’~~~ ’~ k 

are the k P-values , then

k
T = -2 E log P. is distributed as a x~ -variable if the parent population2k

is normal . We reject the normality hypothesis if T is large.

Example We take the first k = 10 samples of size n = 5, as in

Biometrika Tables for Statisticians , Vol.  2, P. 39 for illustrating the

joint assessment of normality using Shapiro-Wilk test , and find that the

values of the Z-statistic and the corresponding P-values are as follows :

Table 2

Sample 1 2 3 4 5

2. 1.11067 2.08996 2.5950 1.13817 .034096
1

P. .271534 .035155 .007936 .259673 .973266
1

Sample 6 7 8 9 10

.699262 1.44872 .776178 .051456 1.08966
1

P. .490654 .149498 .443918 .959664 .280701
1

The value of Fisher ’s combination statistic TF for these is

10
T = -2 E log P. = 31.2
F 1 1
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which is very close to the 95th percentile x 95
(20) = 31.4 of the chi-

square distribution , indicating near-significance at the 5% level. The

significance probability of these data based upon Shapiro-Wilk test is

about 10%.

5. REMARKS

1. As mentioned in 2.1 , there are many alternatives for obtaining

the replications of CX , S). One example is to take all (~ ) poss ib le

pa irs of a sampl e X1,X,,. . . ,X and compute the mean and variance from

each pair as is done in McDonald and Katti (1975) . However , the computation

is more tedious than that of the procedure in 2.1 . Moreover, our studies

indicate that the use of the independence characteri:ation with this method

leads to a test very similar to the :-test in power.

2. Among a+F the %tests for independence of a bivariate population ,

only Hoeffd ing ’s D statistic (1948) or its asymptotic equivalent B

statistic due to Blum , Kiefer, and Rosenblatt (1961), is consistent. As

might be expected , the powers of these tests are poor. A simple alternative

to the product moment correlation as a measure for the dependence is the

Spearinan rank correlation .

3. Remark 2 indicates the main limitation of :-test , that it is not

consistent against all alternatives. However , in small samples it seems to

fare reasonably well with respect to other tests in power . It seems that

Shapiro-Wilk test is still the most powerful omnibus test for normality. The

:-test introduced in this paper provides a simple alternative especially if

joint assessment of normality is the consideration .

L _ _ _ __ _
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a~i-~PEl/ ) I X : F O R TR.4u . ) J T~.Th’E r ’~~? CO.1PU TI I ’J
THE P - VA~~J E  OF ~ - ‘~U’i~iTi C

ROUTZiLc,’ ~ TE.~i T ( X , i-I , U , V ,~.. , P )
C
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ **************** ** ** *4 ** *** **************

T H I .~’ f d R O U TI i~’S CO LL~iTE~ T~!E F -  VALJ ~~ ~ F - TEJ ~’ FO R t/OR.~J . 4 L I 2 ’Y
C L~~~~11G~~ CALL ~ TE ~~T ( X , i/ ,~.. , P )
C X li-/PU T VECTOR OF LE N G TH  .1 G~’~/ T~1 I Z / I N G  THE ~ AZ1PLE
C V~~~ER VA TION ~
C H l lUf 4~ ER U F ~ A11 PEE U ~,R V.4 TI 0 LI ~
C U WORr ~ AREA OF LE N G T H  N
C V w’ORK AREA OF LENG ~’H H
C ~ ALVPLE VALUE OF ~ - .~ TA TI.~TIC
C P P - V A L U E  OF ~ -S TATI ~~TIC
C R E Q UI R E D  t?UU T.iT i/ E~ E F d i1 C TlON~
C ~ U1~I ( X , i-J )  F U N C T I O N  S UBP R O GR~~1.! TO GI VE T H E  ~ UM OF X
C .~thV~~Q( X , i - / )  F U N C T I O N  SUBPROG RA.~4 TO GI VE THE 50-1 S Q U A R E  OF x
C ci-?Q.~P R ( X , X , 1i)  F U N C T I O N  ~‘U ~~PR O GRA11 TO GI VE THE ~ U~I OF P RODUCT
C OF Z AND  Y
C i/ O R M i I L (  X , i , P )  ~ U3R U UTIi1E TO GIVE THE ORDINA TE Y AND THE
C P R O3A~ I L I T Y  P OF T H E  ~‘T A ND AR D  ?IOR. VAL D I 5 T R IB U T I UN
C AT X At/i)  ~VA.Y ~ E . ‘U~~~TI TJ TED ~ Y CONPA RABLE R O U TI N E
C* * * ** ** * * ** * * * * * * * * * * * * * * * * * ** * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * *
C

DIiV El/ ~ I QN  X( N )  ,~J (  N )  • 
V( N )

S = E U M (  X,i/)
.~S Q d U d S Q (X , i I)
DO 10 1=1 , 1-I
U ( I ) = ~~-t( I )

C O R R = (C R O R ( U , V , i / ) — E U M ( U , i /) * .~~./~1( V, j / ) / N ) /
• i( ( d U M S Q ( d , l / ) — ~~U l ( U ,N ) * * 2 / N ) * ( .~d~i~iQ ( V, N ) — S W1( V, N ) * * 2 / N )  )

2 ** • 5
~ = O . 5 *A L O G ( ( 1 + C O R R ) / ( l - C O R R ) )
.iI ~W A =1 . / ( 0 . 5 9 1 7 3 0 ÷ O . l L ~3 5 5 9 *N _ 0 . O O 2 2 3 5 *I / */ / ÷ o , o o O o l 6 *N *N *N)
GAvhVA~~= — 1 1 . b 9 7 1 57 / l l + 5 5 . 0 5 9 0 9 7 / ( N * [~1)

L / .~I (3~1 A )
CAL.L 4/Oth ~I , lL( ~~I / ,Y , F )
P = 2 . — 2 . ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ )

R ETUR 1/
EI/O

C
C

F U t I C T I Q i I  s i 1 (  X , N )
DI.~I E l l 3 I O i /  X ( i I ) ~ 7~~’ . -. 

-
. 

-.~dN= u • , ~ ~~~~~~~~~ - 
- 

/. . -

DO 10 £ = 1, i/ 
- -  — 

i-- , ~ ~: r ~10 ~~~~~~~~~~~~~~~ 
.&

RE T U RN
El/i)

i ’U i I CTI OI /  ~ J ; - IE Q (  X , i / )
DI ~/ E N .~I Oi-/  t( ~/ )
.JU1V0Q :0.
DO 10 l= 1 , G

10
RETURN

- --—~~~~-— - - - --~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~~~~~ - - -~~-
_
-“_ _
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FUNCTION c~’RU~ ?R (X, 7,N )
DIi’JEJISIQII X ( N ) , X ( N )
CROl~PR=0.
DO 10 I — 1 , i’I
CRO~~P CRO.~PR~~X ( I ) * Y ( )
RETUR 1I
END

SUthWUTII i E N0d14.4 L(Z ,Y , P)
G = 1 . 1 2 8 3 79 2 *E t P (  — (X*X/2. ))
(= G/2  .82~~L #27 12
XA iW~~

( I)
IF (XA .L,T.2.5- ) GO TO 2
U=1. / ( X A + 1 . / ( i A + 2 . / ( X A ~~3 . / ( X A s 4 ./ ( X A + 5 . / ( Z A + 6 . / ( X A - , 7 . / ( I A ~~8. / ( x A + g

I?(X.GE .0) GO TO 1
P=d*Y
GO TO ‘e

1 ? 1.  — U *Z
GO TO

2 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
J= G*((((0.~~U.06 07*ET_1.2~~7822&~5)*ET1 .1.2596513)*ET_0.25212866~~)*
i.ET+0.22583b8’.4.o )*ET
IF ( 

.~~~. GE • 0-i GO TO 3
U / 2.

GO TO ~+

3 P=1.—d /2.
-~ RETURN

El/i)

APL. FUNCTION FUR CONFU TING TH E  P - V.4LU E OF Z - S T A TIS TI C

I: Il/PU T VECTOR OF ~AdPLE OBSER VATIO NS
i/URN ~ : A ?L PUBLI C LIBRAR~’ FUNCTION TO GI VE

THE PRO~~A~~I LI T Y  UP ~ TA ZI D ARD YOR4~1AL
DI ~~TRThU TIOt /  AT Z

v P~ 4 2 ’El~I X
Iii V~

-(( (1./i*2)— (X*2))— (l./ *2)+jj—1 )*(1+3).Uw- (+/X)—XoN...Q %
12i R4 ((1./d*V) (.../1J)x (+/V)+N)+( ( ( . p / U * 2 ) — ( ( . p . / U ) * 2 ) + N ) x ( 1 . / 7 * 2 ) — ( ( i . / V ) * 2 ) + N ) * . 5
13 J ~ - l (  O . 5 x ~~( ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

-) i~êj  ~~/A2~~
(
~~.j. .6~~7j.57+N).,.S5 .Q5-~Q~~7+N*2

I s i  p4- 2 — 2 x ( ( f / Q k ? a Z ) — ( 1 + 2 . ~ ) x G A N d A 2 x ( ( Z * 3 ) — 3 x Z ) x ( 2 . 7 1 8 2 8 1 8 2 8 * ( — ( Z * 2 ) 3 2 ) ) + ( o 2 ) * . 5 )
7



_ _ _ _ _  

~~~~~~~ - --~~ -~~~~~- -  -

-1 5—

REFERENCES

Blum, J.R. , Kiefer , J., and Rosenblatt , M. (1961), “Distribution Free Tests

of Independence Based on the Sample Distribut ion Function ,” Annals of

Mathematical Statistics, 32, 485-98.

Cram~r, H. (1946), Mathematical Methods of Statistics , Princeton , New

Jersey : Princeton Univers ity Press.

d’Agos tino, R.B. (1971), “An Omnibus Test of Normality for Moderate and

Large Size Samples ,” Biometrika , 58, 341-8.

Fill iben , J.J. (1975), “The Probability Plot Correlation Coefficient Test

for Normality,” Technometrics , 17 , 111-7.

Fisher , R.A. (1932), Statistical Methods for Research Workers, London :

Ol iver and Boyd , 4th Ed.

Green, J.R., and Hegazy, Y.A.S. (1976), “Powerful Mod ified - EDF Good1tess-of-

fit Tests ,” Journal of the American Statistical Association , 71 , 204-9.

Hoeffding, W. (1948), “A Non-parametric Test of Independence ,” Anna ls  of

Mathematical Statistics , 19, 546-7.

Johnson , N.L. and Kot:, S. (1970), Distributions in Statistics: Continuous

Univariate Distributions - 2, Boston : Houghton Miff lin Company.

Kagan , A.M., Linnik , YU. V ., and Rao , C.R. (1973), Characterization Problems

in Mathematical Stat istics , New York : John W i ley f~ Sons , Inc .

Marsagl ia, G. (1972), Random Number Package : Super Duper , McGill University

McDonald, K., and Katti , S.K. (1975), “Test for Normality Using a Characteri-

zation,” Statistical Distributions in Scientific Work Vol . 2, ed. G.P.

Patil , S. Kot:, and J.K. Ord , Boston : 0. Reidel Publishing Company.

Pearson , E.S. (1930), “A Further Development of Tests for Normality, ” Bio-

metrika , 22 , 239-49.



—-.-...- --—- - --.——--~-- ------

-16-

and Hartley , H.O. (1972), Biometrika Tables for Statisticians Vol. 2,

Cambridge: Cambridge Univers ity Press.

Shapiro, S.S., and Wilk , ~I.B. (1965), “An Analysis of Variance Test for

Normality (Complete Samples),” Biometrika , 52 , 591-611.

Stephens , M.A. (1974), “EDF Statistics for Goodness-of-fit and Some Com-

parisons ,” Journal of the American Statistical Association , 69, 730-7.

Vas icek , 0. (1976), “A Test for Normality Based on Sample Entropy ,” Journal

of the Royal Statistical Society, B, 38, 54-9.

Wilson , E.B., and Hilferty, M. M .  (1931), “The Distribution of Chi-Square ,”

National Academy of Sciences , Proceed ings , 17, 684-8.

-- - - -~~~- -rn ~~~~~ -~~~~~~----~~~~~~~~~~~~--- -~~~~~--—~~



& •
CuRl  I v  CL A S SI P I A T  I ON OF 11-415 P A G E  (II?,,, fI,,Ii, F~n I e , e l )

/ REPORT DOCUMENTATION PAGE I I t - : ! -o RF : (u Mj t j . i-IN(,~~.~~ I,~~
- ~~_!9~~~~~

U I F
~~ ~ GOVT ACC ESSION NO. 3 R E C I P I E  N I S  C A T  A L O G  N I J M H E  R

- ---_ ~~~ L~~
\•  ~~ 

~ ~~9,J’ —’
~ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _  

-

- , I~~~~f ?  i p t ~~—-~~~~
--- - - — — -- /1~~ T~~

’rv p E  OF REPO R A PERIOD ~~O V F R ~~0
.—‘ ,i A SIMPLE TEST FOR NORMALITY. 

/ 
(_7..- Interimj / .  / ‘ I

— f -~~~ --• I 6- PERF ORMING ORG. REP O R T 1~TJU~t~

7 A UT NOR( . )  B - C O N T R A C T  OR G R A N T  NUMB( R( . )

‘J
~~~~ 

Gov 1nd Sj~ udh o 1kar and Ch1 n -Ch uon g A in /  AFOSR 77-3360 /

9 P E R F O R M I N G  O R G A N I Z A T I O N  N A M E  AND ADDRESS 10 . P RO G R A M  E L E M E N T . P R O J E C T . T A S K
A R E A  & WORK UNIT  NUMBERS

Universi ty of /Rochester r i  - 
-

- 

- -~ 
— - /De pa~4ment of Statistics —~~~ ‘

~~ i ~~— 61l02E~ 12304/ASRoc~este,’, New York 14626 1 / ‘c-” ‘ -J
I I  C O N T R O L L I N G  O F F I C E  NAME AND A D D R E S S - $2. R.gPO.R.T A T E  ~~~~~~~~~~~

Air Force Office of Scientific Research/ NM i~~~~ig i i f  
~~~ 

t~t —  JBofl iny AFB , Washinci ton , DC 20332 ‘ 3 -  N U M B E R O F  PAGE

_____________________________________________________ 16
IA MONIT ORING AGENCY NAME & AD DRESS( I I  diIf.r.r,I from Contr o Sll nA Off ice) IS S E C U R I T Y  C L A S S .  (of phi. repo,l)

/ UNCLASSIFIED

/ 1  / / i  / .D E C L A S S I F I C A T ~ ON QOWN GRAD ING~~~

IA. DISTRIBUTION S T A T E M E N T  (of Th u Reporl)

Approved for publ ic release; distribution u~J,$inited .

- I - . 7~’.
17 D I S T R I B U T I O N  S T A T E M E N T  (o f  Thø ah.Irac$ ,nI,,, d In Block JO, II dIff.p-enI (roe, Rep .,r’

9 S U P P L E M E N T A R Y  N O T E S

l y E  V WOR DS ( C m ,FI,,i,e on te,-.,,,  , ScO . I f  ncr. .  .ar~- and I c I ,i~~It,- by bin S ,~.,n,he,

tes t for normality ; characterizations of normality ; independence;
correla t ion coefficient ; jo i nt assessment of normality

A P S  I R A I  I (( - nllnoe 0~ rare,.. .11e IV flare...,, ’ $fld 1,~DDC~ ,T~~~~ ~~
,
~-;

-,,--— — - - - -

The mean a nd the var i ance of a ran dom sam p le are ind e~en t l y  di strit lu tvd if
and only if the parent population is norma l . This chara cter i zation is used as
a basis for developing a test termed Z-test for the composi te hypoth esi’~ ofnormal i ty. The simplicity of 7-test results from the c(~nputatio nal ease
and the clea n form of the fini te sample null distri b uti on of the tost statistic
7. It compares reasonably in power with several well known tests of normality
and is par ticularly suitable for a joint assessment of normality . A rou t i ne
fo r  r~~I1put inq the statistic and its P—va lue is q iven .

OD 1 j A N 73 1473 EO ITION OF I NOV AS IS OBSQI.(Tt
- ~~ LA SS 1F EID

- - -~~~ 
- - - - 

S*CuøITY CLA$$I!iç ~~~~$Q TKII P*AE ~~~~~~~~~~~~~~~~


